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Introduction
Motivation

Proliferation of the usage of Knowledge Graphs

▷ Retrieval of Information (Blanco, WSDM ‘15), (Cornolti, WWW ‘16)

▷ Entity Linking  (Mihalcea, CIKM ‘07), (Meij, WSDM ‘12), (Ganea, WWW ‘16)

▷ Document Clustering , Classification and Similarity 
                    (Scaiella, WSDM ‘12), (Vitale, ECIR ‘12), (Ni, WSDM ‘16)C
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Need for computing relatedness
between entities

Computing how much two entities are related

Relatedness : Entities x Entities → Float

Nodes of the Knowledge Graph



▷ Extrinsic evaluation of our proposal
○ Domain of Entity Linking
○ Increase of accuracy

and robustness of                     (Scaiella, CIKM ’10)

Introduction
Our Contributions

▷ Thorough and systematic study of 
all known relatedness measures
○ WiRe (our introduced dataset)
○ WikiSim (Milne, AAAI '08)

▷ Proposal of a Two-Stage Framework
○ Space-efficient
○ Computationally lightweight
○ More accurate than previous proposals

▷ New dataset WiRe
○ Human-assigned scores
○ 503 Wikipedia entity pairs

○ Sampled from New York Times  (Dunietz, EACL '14) Publicly available WiRe dataset
and the code of all algorithms!



Terminology

▷ Our Knowledge Graph (KG):



Terminology

○ Entity?

▷ Our Knowledge Graph (KG):



▷ Entity = Wikipedia Page = Node of our KG



▷ Entity = Wikipedia Page = Node of our KG

▷ Label of an Entity = Textual Description of a Wikipedia Page



○ Edges?

○ Label = Textual Description of
        the Wikipedia Page

Terminology

▷ Our Knowledge Graph (KG):

○ Entity = Wikipedia Page 
          (a node of KG)





○ Label = Textual Description of
        the Wikipedia Page

○ Edge = Wikipedia Hyperlinks

Terminology

▷ Our Knowledge Graph (KG):

○ Entity = Wikipedia Page 
          (a node of KG)



Known Relatedness Methods

A large number of methods proposed in literature...

○ Document Annotation (Piccinno, SIGIR ‘14) 

○ Word and Document Similarity  (Gabrilovich, IJCAI ‘07) 

○ Personalized Web Search  (Haveliwala, WWW ‘02) 

○ Machine Translation  (Rothe, ACL ‘14) 

○ Document Classification  (Perozzi, KDD ‘14), (Tan, WWW ‘15)

○ Link Prediction (Liben-Nowell, JAIST ‘07)

...that have been applied or are similar to our problem

We have experimented them 

on the Entity Relatedness task



Why we need a Two-Stage Framework?

▷ Both close and far entities can be both lowly and highly related

▷ Hence distance-based methods are not (always) good predictors

▷ Most of known relatedness methods ignore space and time efficiency

Our Two-Stage Framework



Our Two-Stage Framework

A small and weighted subgraph is dynamically grown around 
the two query entities

Computing the relatedness between the two query entities 
according with the generated subgraph

▷ Built on the top of existing relatedness algorithms

▷ Improves current approaches

○ More accurate relatedness scores

○ Fast at query time

▷ The two stages of our framework:

▷ Motivations
○ Wikipedia edges are noisy  (introduced for citation, explanation, ...)

○ Subgraph nodes are strongly related to the query entities (they are good bridges)

○ Subgraph edges are less noisy (confined to few meaningful bridge nodes)



Our Two-Stage Framework
A small and weighted subgraph is dynamically grown around 
the two query entities

Tiger Cat



Our Two-Stage Framework
A small and weighted subgraph is dynamically grown around 
the two query entities

Tiger Cat

How can we populate the subgraph?



Our Two-Stage Framework
A small and weighted subgraph is dynamically grown around 
the two query entities

Tiger Cat

Populating the subgraph. Choosing the top-k nodes
most related to the query entities

Siberian_tiger

Leopard

Jaguar

European_cat

Cat_anatomy

Felidae



Our Two-Stage Framework
A small and weighted subgraph is dynamically grown around 
the two query entities

Tiger Cat

Populating the subgraph. Choosing the top-k nodes
most related to the query entities

Siberian_tiger

Leopard

Jaguar

European_cat

Cat_anatomy

Felidae

How?

Various Algorithms

● ESA (Gabrilovich, IJCAI ’07)

● Milne&Witten  (Milne, AAAI ’08)

● DeepWalk (Perozzi, KDD ’14)

● Entity2Vec (Ni, WSDM ’16)



Our Two-Stage Framework
A small and weighted subgraph is dynamically grown around 
the two query entities

Creating the edges. Each query entity is linked to 

○ the other query entity
○ its top-k related entities

● ○ the other top-k related entities
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Our Two-Stage Framework
A small and weighted subgraph is dynamically grown around 
the two query entities

Weighting the edges.
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How?

○ Milne&Witten  (Milne, AAAI ’08)

○ DeepWalk (Perozzi, KDD ’14)

○ Entity2Vec (Ni, WSDM ’16)
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Our Two-Stage Framework
Computing the relatedness between the two query entities 
according with the generated subgraph

Computing Relatedness
CoSimRank (Rothe, ACL ’14)

relatedenss (  ) = 0.65



Experiments

▷ Intrinsic evaluation on pairs of Wikipedia Entities

▷ Extrinsic evaluation
○ Domain of Entity Linking
○ On four different datasets (Usbeck, WWW ’15)

▷ Optimizations and time efficiency
○ Compressed vs uncompressed

Dataset WikiSim
(Milne, AAAI '08)

WiRe

Size 268 503

Pair Type Common Nouns Named Entities

Ground-Truth Crowdsourcing Human Experts



Experiments
Intrinsic Evaluation

Method
WikiSim WiRe

AVG
Pearson Spearman Harmonic Pearson Spearman Harmonic

ESA 0.61 0.72 0.67 0.60 0.63 0.62 0.645

Milne&Witten 0.62 0.65 0.63 0.77 0.69 0.72 0.675

DeepWalk 0.71 0.70 0.71 0.74 0.68 0.71 0.710

Entity2Vec 0.68 0.70 0.69 0.74 0.70 0.72 0.705

Two-Stage 
Framework

0.74 0.75 0.74 0.83 0.75 0.79 0.765

▷ Two-Stage Framework instantiated with
○ Milne&Witten as Top-k Retrieval
○ Weights = Milne&Witten and DeepWalk

▷ Evaluation as (Hassan, AAAI ‘11) :
○ Pearson, Spearman and their Harmonic Mean

▷ More experiments in the paper (comparison between more than 15 methods!)



Experiments
Intrinsic Evaluation

▷ Two-Stage Framework instantiated with
○ Milne&Witten as Top-k Retrieval
○ Weights = Milne&Witten and DeepWalk

▷ Evaluation as (Hassan, AAAI ‘11) :
○ Pearson, Spearman and their Harmonic Mean

▷ More experiments in the paper (comparison between more than 15 methods!)

Method
WikiSim WiRe

AVG
Pearson Spearman Harmonic Pearson Spearman Harmonic

ESA 0.61 0.72 0.67 0.60 0.63 0.62 0.645

Milne&Witten 0.62 0.65 0.63 0.77 0.69 0.675

DeepWalk 0.71 0.70 0.74 0.68 0.71

Entity2Vec 0.68 0.70 0.69 0.74 0.70 0.705

Two-Stage 
Framework

0.74 0.75 0.74 0.83 0.75 0.79 0.765

0.71

0.72

+3% +7% +5%

0.710

0.72



Experiments
Extrinsic Evaluation

▷ Domain of Entity Linking
○ Annotating short but meaningful sequence of words

with proper Wikipedia Entities

▷ Entity Linker used for experiments:                       
○ We replaced the relatedness method used in TagMe (e.g. Milne&Witten)

with our Two- Stage Framework

▷ Our relatedness measure not only improves TagMe, but also makes it 
more insensitive to choices of the ε-parameter in TagMe



Experiments
Optimizations & Efficiency

▷ Top-k preprocessing of Milne&Witten on the entities’ out-neighbors

▷ Compression of
○ Wikipedia Graph with Webgraph (Boldi, WWW ’04)  

○ DeepWalk embeddings with FEL (Blanco, WSDM ’15) 

Uncompressed Compressed

Average Time 0.5 ms 3 ms

Space 5 GB 445 MB

Our framework fits in few hundred of MB and the computation of the 
relatedness is still sufficiently fast at query time!

10x space-saving!

6x slower



Conclusion & Future Work

Several open issues are there.

● Impact of our  framework to other domains?
○ Query  understanding (Cornolti, WWW ‘16)

○ Document similarity (Ni, WSDM ‘16)

○ …any suggestions?

● Extending our framework to other KGs:
○ YAGO (Suchanek, WWW ’07)

○ WikiData 
○ ...

● How can we further speedup our framework?
○ LSH (Gionis, VLDB ‘99)

○ Sketches (Akiba, KDD ‘16)

○ ...



Thanks!
Any questions?

CODE 
& DATA
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